
A major purpose ot the Techni-
cal Information Center is to provide
the broadest dissemination possi-
ble of information contained in
DOE’s Research and Development
Reports tc business, industry, the
academic community, and federal,
state and local governments.

Although a small portion of this
report’ is not reproducible, it is
being made available to expedite
the availability of information on the
research discussed herein.



L&lJR -85-828

f

TITLE NEW PROBABILISTIC M)DELING AND SIMULATION METHODS FOR COMPLEX
TIME-DEPENDENT SYSTEMS

AUTHOR(SI Robert J, Bartholomew, WX-11

LA-UR--85-828

DE85 009575

SUBMITTED TIY Seventh International System Safety Conference

DISCLAIMER

llhrwprtwu~rd uan~ntofwwk spawrdb) an~rioyofUigUoltd Ststa
Oovwmmsnt.NdtblbUnltdfihhmtNmy~tW,wmydlhlr
amh makmaoywamoty, ax~ot hnpWwawIH mnyl@ Ilddlltywrupond.
bility h tln ~mcy, --, w unfhlm 0( My Mxmathm, awm~ @uoi, a
z d~~, or w’-nto tht lb urn wwbi rot Infrlngwprhtiy OWmdII@. RAP
mewIwdn \o My I@la c-Imarwhl pmdud, ~ w h by tmda n- Irdcnmrk,
mmnhulumr, w olbwk 1 * M ~dly mrutltuh w I@y IU *MM(, ~.
nwddon, or fwodna by W UnlW! fhta Oowrnnwt or nay - ttmrwf, lR4 vim
s.ndopinkxu of wlh oa~ bwdn da rid ~rlly otmwor rdM tbm of W
United Smta 00wmnwnt 0+●ny ASWnOytlwmf,

Los N
9-” .“ .- . .

anrms
:~jisw

Los Alamos National Laboratory
Los Alamos,New Mexico 87545

nl@vm, rl,,, d*,, -. . -

About This Report
This official electronic version was created by scanning the best available paper or microfiche copy of the original report at a 300 dpi resolution.  Original color illustrations appear as black and white images.

For additional information or comments, contact: 

Library Without Walls Project 
Los Alamos National Laboratory Research Library
Los Alamos, NM 87544 
Phone: (505)667-4448 
E-mail: lwwp@lanl.gov



New Probablllicic Modeling and Sfmulat+on Mthods for Complex
Time-Dependent Systems

Robert J. Rartholomw, ph.D. , PE; Los Alamcs National Laboratory; LOS Alamos,
NM

Abstract

Thfs pacer is a tutorial that oresents a new wthod of modelina the ctrohahi-
llst?c description of fallu-e wchanisms fn COmPleX, time-de13endent systems.
The method of modellng ●mploys a state vector d~fferentlal ●Quatlon represen-
tation of cumulative faflure probabilities derived fm ~arkov mdels associ-
ated with certnfn generic fault trees, and the method automatically Includes
common cause/cmmon mode statistical dependencies, as wll as time-related
dependencies not considered In the literature Previously. Sfmulatfons of
these models ●mploy a population dynamics reQrnsentation OT a probability
space fnvolv?nq probability particle transitions amonq the Markov disioint
states. The particle transitions are governed
selection p~ocess.

Introduction

by B randm, Yonte Carlo

The calculation of the probabll~ty of failure occurrence In systems that cGm-
prlse ninnydiyerse components qenerally uses Tauit Tree Analysis (FTA) as a
fll]al step to Identffy failure mechanisms and logically structure their paths
‘ina graphfca?, formalized manner. A necessary second step for ouantitatfve
Drobabllity analysis Involves ass+anin~ occurrence probabilities (or rdtes) to
each of the basic events In the fault tree that singly, or In combination,
result in top event (or system failure) occurrence. For time-de~endent sys-
tems, the calculation of occurrence prohab+l+tles c~n k performed bv a st~-
chasiic process theory model known as the Markov model (Ref. 1). This tuto-
rial puper describes a formalized new mthod known as the Fai?ure Yode State
Varlahle (FMSV) method employing aer,eric fault trees and the mathematical
structure of modern stite varlaLle theory to describe how several practical
systems can he analyz~d. Monte Carlo simulation of the Markov models
●mploying probability particle transitions are developed. A synthesis of
gcn~rlc fault trees Is employed to approximate top event occurrence ratrs for

subsystem fault trees that are used for a complete system probabilistic fail-
ure probability calculation. Several practical exam~les drawn from nuclear
snfety and safeguards systems that Illustrate the methods are presented,

Method

Failure F!oc!eState Varlahle (FMSV) FormulRtlon: Three otnerlc fault trees
each having two faflure m=~uts to t he top gate) comprlsina two, three,
or four statistically independent (s-lnd@pendent) ~nft~ators toqpther with
common cause andlor common mode s-independent In+tlators were develoDed,
These fault trees are shown In Fiq. 1. The Markov stite transition gra~hs for
three kfnds of two component fault trees are S:lownfn F4u. 2, and a three
identical component m!qed to a &o component system Is shown In Ffq. 3, The
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and with common cause andfor conwnonmode lnft~ators,



TWO COMPONENT EXAMPLE
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Ffq. 2. Gene.-f c Markov models for two numbered fnftfatm
Fault Tree wfth common cause and fnvolvfnq three
kfnds of time-d~gendent faf1ure/reoai r wchani sins,



FiQ. 3. Three Identicel comDonent %rkov Md>?s mraed to four
state ●quivalent two component model descrfbina “jumD”
conc!itfonal failure rate ttme dependency,

dfsjoint nature of the Markov states allws one to formulate 8 transform tlon
mtrix ~ conslst!ng of only zero’s and one’s to transform the probability
(Pi) of being in a gfven hrkov stite (SI; I = O, 1, ●“”, 2n - 1) Into
the probability @j) o’ none, one, or 17u3recombinati~ns of initlhtor occur-
rences described by finite unions of the Mai.kov states (!?ef.?). This set of

unions of Wrkov states (Si) is called a set of Adjoint stites @i); 1 =
o, 10 ““*, 2n - 1) and comf)ris?s $uccess+ve unions of the St in which all
combinations of occurrences of Msic events (not cowmon cause or conrnonmode)
are depicted. By “commn cause” is IWant a basic event or S-inr!eoendent union
of basic ●vents that sinolv cause the ton event to occur. By “cormon modP” is
meant a basic evpnt or s-independent union of basic evenis that slnolv cause a
defeat of redundancy in & svst~~. Tbe~o fld.iointstate 4s chosenflto reore-
sent Sm (m = 2n - 1), the occurrence of all n basic events. The Sm
Adjoint stite Is chosen to represent the union of all of the Si and is
designated (Q). The intermediate ’?i; 1 ■ 1, 2, ●o*, m - 1 reDresent all of
the combinations of occurrences of any one, atlyho, ●tc., basic events. The
resulting transformation rretrix[ Is one-to-one and a 2nth-order Markov
model cornp~ising n components

d~ldt E ~(t) = A P(t), t--

Is ,transformed to the Ad.joint

@7dt

by the slm

&E

an~ of the form:

>0 ; ~(o) ,

:&t) ●ret), t> o;?(o) ,-.

larity transformation

AE-l .--

(1)

(?)

(3)
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Nw, Mcause the gen~ric fault tr?e ~arkov ~dP15 each hav” an Bbsorbinc state
re~rpsented b ~ (all numbered Inltietors havt occurr~d) , tbc last COIUmp

of rmtrla A f~ 8 cblumr of z~r~’s; w~erei2s, thp 1?s: rb ?J ~trix ‘i is a r~w
Q& zprp’ s,- wbic~ estihlishesf?m~t~ = 1, ? ~ ~. !r MnT:~, this psta~’jskos
the certalntv of beinc fn onc O* ?ht?comcl~te se? of ‘ar~ov sutes a: aPV time
!t”. It can OISC be shown that CImft’Ia7s~ rpDrese~ts th? oroba~(li?v 76
occurrence In [~,tl of ●ach and •VP~V failure mode (~nDuts to a tic ““A$I!”
oat?] of a alven system (Ref. 21.

Given that the occurrence of eac~ numbewfl basic ●ven: (as w?? as Comcn

cause/common mode events) follws an exoye~tial distributlm for the “waitina
time” Eetwepn events, by reordering the ‘pi so that the vector ~ reore~ents
the occurrence o{ each Sinqle (numterer!)counlefl ba5’C even?, ~ach doukls,
each triDie, ●tc., with $m( ‘ eliminate? frofr t~e svste~ one obtains thp
Failure Mode State Variab’le (FYSV) inhomcgeneous system:

yt)=~~+~yh) , (U)

which is in the qeneral mathematical form for 8 state variable feedback con-
trol system where u(t) represent the syst.en
cumulative dlstribfitton functions - lcdf ’s)
ten state varlablez, and T(t) represent th~
lcdf ’s of the top “OR” ga~ output or other
occurrences rtpresentlnq system failures of
shows the analog state variable generalized
matrices A’. 0. and C for the fcur kinds of

“inputs” (basic eVent lifet!rne
that are known, ‘(t) are the sys-
system “OUtDUt S” ‘that are the
combinations of failure mode
one kind cr another. F~gure 4
simulation dfaqram and the
two component syst$ms described bv

the Marko~ ~r~;sftio~ matrices of ~lqs. 2 and 3 (Q ~ 0 for t~es~ models). The
seventh order ~SV model with internol synergistic fa~lure mode couplinc for
the three component generic fault tree is shown in Fia. 5. The fifte~ntt-
order four component rmdel has the same form but Is not shown far the sake of
brevity. These models illustrate the generality of models for syst?ms havina
two, thre~, and four numbered initiators with ad~itioval cormnorcause/com~~
mode Initiators. (vote that the number of common cause!common mode initiators
does not iccrease the order of the systems. )

Monte Carlo Simulation: Although the FklSV models can be solved as any deter-
ministic system, and y{eld ~xact solutions or numerically accurate solutions
that are the Icdf ’s of the system, only a restricted class of problems can be
solved in closed form. It Is readily shoun that tihenfal?ure or repair rates
in a system change with tire (for example, the classic imthtub hazard r~te
curve), the solutlon of the fWV system becunes more difficult. If it can be
postulated that these rates are fnterdep~ndent such that they depend on rela-
tionships that lead to a nonllnear tFMSVrodel, deterministic solutions become
much more difficult. The beauty of the Hontc Carlo slmul~tlon involving
random process sampling 4s that a noncon~tant rate or nonllneartty Is no
harder to solve than a linear system. Also, if ont begins with the Markov
stit~s end uses population dyn~m’;cs to represent particle transitions, a
system can be approximated without gofnq through the SteG of developing the
%rkov or FMSV clifferentlal equations.

4,0-5-5



TWO COMPONENT EXAMPLE

FAILURE MODE STATE VECTOR (Fk~Sv) MODELS ~ ,

FMSV mocle4 of ?ho form f •~E +~y(t);f~, ~(t)

m
w

+

C.[1 I -1] q.[1 I .1]

Ffg. 4. Gewral analog simulation of Faflure Mode State Vector
(FMSY) models Involving four kinds of tf~-statfstfca?
der~ndencles for a two-component Gemrfc Markov nmdel .
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F4g, 5. The nmtrlx form of the three component Generfc Fault Tree and Its
Markov ~del havfng common cause and connnonmode clependencles and
fnternal synergistic failure-repair ntt Ckpendencfps.
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The basis of the use of ‘400teCarlo techniques for slmulatino the @neric

fault tree Markov models Is foun~ in the conce@? Of tfR-dec@ndtn? Drobabilitv----
~(t; as havinc a Drohab; litv masur~ describe? hv B ‘init~, discret~ number
Darticles whose tots’ PUmIVP is constant t~ p~eserve co~tinui?.v, but these
Darticles IT9Ymiarate around various uossible states OJ a systen (Yarkov
states!. Thp imDo~us fb~ SUCF, a d?scvibtinr Iles in the fact that some

failure orocesses such as nucleation and qrowt~ failure (Ref. 3) can be
●xoressed only in term of cumulative degradation leading to Intolerable or
Out-oi range system wrformance. The mchanisms involved my h at an atom’
or molecular level, where mny interactions are Dossible, and some of these
may ,Rtarcl failure as -11 as accelerate it. AssuminQ that such Drocesses I
be ~scrlbed stochasticallv (as fn radioactive decay), it is DOSSfl?le to

c

an

forklate a reliability (or unreliabilitvl rode? with a one-to-one correspon-
dence between the Darticles involved in th~ de~rad~tion or healinc Drocess ang
the reliability (p~obahility) r)artlcles we invent b describe the probability
of the entire svstem remaininq functional. Taogina path of these particles
with a positive integer, they-then OCCUPY certain finite volum sDaces
described by each Markov state. The orobabilitv of one-and-onlv-one oartfcle
transition between any tmo disjoint states durino the mall random time
interval Lt deDends on the product of the transition rub (A-failure or
WreDair) between the states and the number of particles at time t residinq in
the state from wh{ch the transition takes place. This concept corresponds ?O
the classical “birth-death” population dynamics Drohlem of stochastic orocess
theory except that for Markov models w are ConCeiv~nQ Of absolute proba-
bilities of beina in a Markov state instead of the relative transition proba-
bilities associated with Markov process chains.

An ●xample Involvinq the We-component generic fault tree 14arkovmdel with
internal synergistic failure-reDair mechanisms best serves to shm the

process. We have the following definitions:

‘f ~ common cause failure rate ,

ii; i = 1,2 = failure rates of components 1 and 2, respectively ,

U1~ E synergistic failure-reDair rate involvinq reciair of
com~onent 1 at the expense of failure of component 2 ,

IQ1 : synergistic failure-repair rate involving repair of
comp~nent 2 at the expense of failure of :cm~onent 1 ,

{E~+91,and

The expressions for Al and A2 follow from birth and death process
postulate~ where the ki,~j are death and birth rates, espectively.

4.0-5-8



In thp Ronte Carlo simulation. w haVP the fOll OWinO CMDletP Cklfneation of

possible sin51e-event occurrences +~ a small tfm interval Lt.

‘0

.’.5

‘1 ‘o
AS,

● A

‘3 ‘(-lL53

(kc++)

‘5 ‘? ‘s3

‘6

To complete the Ilst, we have nonevent ER corresponding to tie possibility
that no transition takes place during At from t.

Tf w begin the process with NT “particles of reliability” in So and none
in each of the other stites corres Dondinq to the initial Condit{on thzt botl
components are ceptain to functi or, initially, we can simulate the failure
process by random sampling from a cum~lative distribution function (which Mill
be determined presently) b determine which of the eight eventS occur in anv
gfven 4t. If w keep track of h~ nn~ Nrticles there are at any given time
t from zero time in each st~te, and nomalize by dfviding that number of
particles by Nl, we have arlestimate of the probability of being In each
stite as a functioriof t{me. To keep track of the passaae of time w use tt,e
fact that because the process is Warkovian (Poisson, to be specific), the
waltlng time between ●vent occurrences Is exponentially distributed. Thus, w
can sam 1 from the Inverse of the cumulative dlstrlbut~cn function $(~t! =
1- ?7e-~ t At, where At IS the random tfm Interval elapsed until the next
event occurs, given that on? has just occurred at tl~ t, Snd u(t) Is a
function of tim related b the occurrence rate representfnq the toti?ity of
possible event occurrences in At. A fundamental theorem of probability says
that the Inverse of a cdf Is the unifown distribution. Thus, If we had a
wthod of choosing random numbers Cl between O and 1, w Un nwrite

At = -lncl/ o(t) ,

where {1 Is distributed uniformly on (0,1). Obviously, in the function
ln[l - @(At)], being unfformly distributed, ft rmtters not where the center of

4.0-5-9



t~ distrlbutlnn 1s, so chooslna Z1 from the ●xcluded Interval (0,1) dll
always Drovijp a positive rando~ :t from the present time t.

We ncw formulate the pvent sam~l ina cumulative distribution function. ?ecau;~
!l throuah !? reDresent the totalitv o{ event occur renc~s, L, and Iettina

~,Nn( t), Nl( t), H?(t), N3(tl reDresent the distribution, of the N;
particles within and among the four stites {50, SI, SP, S3 I, w hve the
constraint

NT = N~,(t) + Nl (t) N2(t) + N~(t) , 811 t~ O , (5,

k
,.’

Whi co~responds to the ~arkov vobability state vector t~eorv wme~tv

3
~Pi(t) = 1 , (6;

j EO

for all t > 0, He can define an event occurrence rate function of time, c(t),
representlno the totality of Dossible event occurrences durina any At from t,
given that the last occurrence was exactly at time t. This definition 1S

He can formulaw a cumulative distribution function (calf) and choose random
samples ~~ unf form on (0,1) to detemlne which event occurs durlna the
sample interval At during which one and only one event an occur. This cdf is
formulated as follows:

P,(t) = jNo(t)/ u(t) . lfO< $: Pi(t), Eloccl,rs.

‘+) = P,(t; + .*yNJt)/5W If ?,(t) < ~:p2W [2 occu~s.

p+) = P2(t) + 4cvo(t)/ u(t). If p2(t) < >: p3(t), !3 cccurs,

p4(t) = p3(t) + ~,N,(t)/dt). If p3(t) < ~ f p4(t), E4 occurs,

P5(t) = P4(t) + (kc + ~) N1(t)/ u(t). If p4(t) < $~p5( t), E50ccurs.

P6(t) = P5(t) + ~2N2(t)/~ t). If p5 < ~~ p6(t)J E6 occurs.

P,(ti = P6(t) + (kc + ~) N2(t)/ u(t). If p6(t) < $<1.0, ~,o~~urs . (8)

Because the process requires that during the finite, random tfwe fnterval At
one and only one event can occur (or no event occurs), and ue have delineated
all of the possible, wutually exclusive events, our s!mulatlon of particle
transitions during eve~ snll random tirm Interval At will reprtsent a popu-
lation dynamics process. An approximate nasure of the expected probability
of being in any of the states Si; 1 = 0,1,2,3 at discr~te tfme Mints IS
determined from the rec~rsion formula ~ ● ~.1 + A%; m = 1,2,~~”,

4.0-5-10
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Initial condlflcm: E(O)= Q Qale coupling condi?lon : ~lz = Ptl ‘ O
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Applfcatfon of FMSV and %mte Carlo simulation mdels to a stmnll fled
nuclcnr reactor SCRAMsystem represented by a three Inl tlator feul t tree/
Markov mdel with a c-n cause and a cowwnon ~de as arldftional \nltlators.



bealnnfna at @ w O. If NT IS jUSt a fpw oartfcles, say, 100, the simu-
lation will be poor, but as NT becomes Iarae (areater than 10fI,~Ol, the
simulation will be a vprv C1OSP aoprox~mation to the deterministic solutions
to the Markov model differential ●ouations for the “e8rlV tl~” Dort!on of the
Sifhulat iOn. BS the probability aDoro&ches unity, the Copulation Of DUrtlC~eS
not residln~ in the absorbina state aDD70aCheS zero, and the waiting time
stoc~astic ‘mmDllnq orocess from a small “lfve” popula cion has mre Inherent

●rror, and the simulation becomu?s poor ●ven thouqh NT is large.

Results and Conclusions: The Monte Carlo simulation code is applied to a
rt D~sentatlve nuclear reactor shutdown system (SCRA~) and comoared with a
deterministic solution of the ~SV nmdel of the same problem (ricI.61. ror
failure Probability vectcrs within O ~ Pf(t) < 0.3, the simulation js-quite
accurate. Because the “active partTcTe* n becomes smaller 6S
~f(t) + 1, calculation accuracy is diminished. Bias sampling techniques
should o~erconw this problem. The Important conclusions of the simulation
are:

1. Time-dependent failure rates or nonlinear dependencies are easily
simulated.

*L. Failure rate co!!Dling (dearada tiofi-healina) mechanisms can be
described.

3. A syr,ergism between fault tree aralysis and Harkov mdel analysis is
achieved.

Importance to System Sdfety: Generic fault trees capable of Includlng common
cause /conwnonmode deDendencfes can be used in n synthesis of smaller subsvs-
terns to approximately calculate the eXDeCted lifetime of the system. Qai~-
dependent degradations (or healings) not currently represented by fault tree
analysis mn be assessed.
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